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Abstract

One-shot controllable video editing (OCVE) is an impor-
tant yet challenging task, aiming to propagate user edits
that are made — using any image editing tool — on the first
frame of a video to all subsequent frames, while ensur-
ing content consistency between edited frames and source
frames. To achieve this, prior methods employ DDIM in-
version to transform source frames into latent noise, which
is then fed into a pre-trained diffusion model, conditioned
on the user-edited first frame, to generate the edited video.
However, the DDIM inversion process accumulates errors,
which hinder the latent noise from accurately reconstruct-
ing the source frames, ultimately compromising content
consistency in the generated edited frames. To overcome it,
our method eliminates the need for DDIM inversion by per-
forming OCVE through a novel perspective based on visual
prompting. Furthermore, inspired by consistency models
that can perform multi-step consistency sampling to gener-
ate a sequence of content-consistent images, we propose a
content consistency sampling (CCS) to ensure content con-
sistency between the generated edited frames and the source
frames. Moreover, we introduce a temporal-content consis-
tency sampling (TCS) based on Stein Variational Gradient
Descent to ensure temporal consistency across the edited
frames. Extensive experiments validate the effectiveness of
our approach.

1. Introduction

Video production plays a crucial role in creating compelling
visuals for films, short videos, and various other media for-
mats, its significance has rapidly increased amidst the ever-
growing demand for high-quality video content. For in-
stance, high-quality video production is often highly impor-
tant for bloggers to create entertaining video vlogs on social
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platforms [61] or for filmmakers to generate captivating vir-
tual scenes in films [62]. Yet, in many cases, both generated
and real-world video content may fall short of meeting spe-
cific user requirements. As a result, there has been a signif-
icant increase in demand for convenient video editing tools
that allow users to modify videos according to customized
instructions.

Recently, diffusion-based video editing methods [7, 37,
39, 49, 64] have gained considerable attention. These ap-
proaches have demonstrated strong performance across var-
ious video editing tasks, such as visual style transfer [7]
and character or object modification [49]. Additionally,
they are highly user-friendly, often requiring only minor ad-
justments to the textual descriptions of the video content.
Yet, although video editing via modifying textual descrip-
tions offers convenience, this approach is a double-edged
sword, as it typically facilitates global changes which of-
ten restricts the controllability of the editing. For instance,
consider a scenario where social media users aim to make
precise modifications to specific objects, structures or lay-
outs in the video. Achieving such fine-grained control is
challenging when relying solely on text-based descriptions.
Therefore, controllable video editing methods are required
to achieve the desired outcomes in such cases.

Nevertheless, achieving controllable video editing be-
yond text-based instructions is challenging, as it requires
both high versatility and precision, including capabilities
like accurately repositioning objects, erasing or adding spe-
cific elements, efc. To enable accurate and efficient con-
trollable video editing, one-shot controllable video edit-
ing (OCVE) approaches [12, 20, 36] have been introduced.
These approaches allow users to apply desired edits to the
first frame of the source video using any off-the-shelf image
editing tools (e.g., Photoshop, Paint, image editing diffu-
sion models), and these approaches then propagate the ed-
its to the remaining video frames. These OCVE methods
commonly utilize DDIM inversion [55], which is a recur-
sive process that converts the source video into latent noise,
serving as latent representations that enable the diffusion
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Figure 1. Visual prompting and one-shot controllable video edit-
ing share the goal of propagating certain modifications across im-
ages. In visual prompting, modifications made in the example
(e.g., changing the color of the mountain from golden to green)
are transferred to the query, whereas in one-shot controllable video
editing, modifications applied to the first edited frame are propa-
gated to the subsequent source frames.

models to reconstruct the source video. Then, the inverted
latents are combined with editing guidance (which indicates
the target parts or objects to edit), and processed through the
diffusion’s sampling process to generate the edited video,
thereby achieving controllable video editing. By leveraging
the DDIM inversion in this manner, such OCVE approaches
can achieve efficient editing while preserving the informa-
tion of the source video.

Although the aforementioned DDIM inversion-based
OCVE methods have made commendable progress, they
still encounter the following two challenges. Firstly, the
DDIM inversion introduces approximation errors at each
timestep [55], and the accumulation of these errors often
degrades the quality of the reconstructed video, which, in
turn, diminishes the content consistency of the edited video
and weakens the editing capabilities of DDIM inversion-
based methods [66]. Secondly, after obtaining the inverted
latents by DDIM inversion, when using image diffusion
models [52] to generate edited video frames, the lack of
strong temporal priors can lead to edited videos having poor
temporal consistency [8, 68]. To tackle this, some meth-
ods [12, 36] utilize video diffusion models [5, 73] to pro-
vide temporal priors. However, the quality of these tem-
poral priors is often insufficient, since the available open-
sourced video datasets [2, 44, 67] used to train the video
diffusion models tend to be of lower quality and size com-
pared to the proprietary datasets used to train high-quality,
closed-sourced models like Sora [46] and Kling [35]. Be-
sides, video diffusion models are computationally demand-
ing, resulting in the approaches based on these models being
highly time-consuming.

Therefore, in this paper, we eschew the DDIM inversion
process which can potentially introduce errors, and instead
approach OCVE from a novel perspective, by treating it as
a visual prompting task [3]. Our insight is that, both OCVE
and visual prompting share the goal of propagating certain
modifications across images (See Fig. 1). From this per-

7785

spective, to tackle OCVE, we can consider the first source
frame and the first edited frame (modified using any image
editing tool), as the visual prompting example, with each
remaining frame of the source video as a query. The vi-
sual prompting example and query are subsequently input
into a diffusion model to obtain the edited frame, ensuring
that the image pair — comprising the query and the output
edited frame — remains consistent with the provided exam-
ple. At the same time, we employ a pre-trained inpainting
image diffusion model [1] to achieve it, leveraging its strong
visual reasoning ability. Our method bypasses the inaccu-
rate DDIM inversion, because the query frame that requires
editing is directly input into the diffusion model in the en-
coded feature representation using the diffusion model’s im-
age encoder, rather than being inverted into latent noise by
the DDIM inversion.

Additionally, to facilitate the edited frames to better
maintain content consistency with the source frames, we
draw inspiration from consistency models [57] which em-
ploy multi-step consistency sampling to generate a se-
quence of content-consistent images, and we introduce
a content consistency sampling (CCS) method. Further-
more, we develop a temporal-content consistency sampling
(TCS) method based on Stein Variational Gradient Descent
(SVGD) [40] to ensure that the generated frames also ex-
hibit good temporal consistency. Notably, compared to
methods [12, 36] that depend on video diffusion models to
provide temporal priors for preserving the temporal consis-
tency of edited frames, our TCS is much faster while also
providing quality improvements. Experimental results indi-
cate that our method achieves strong performance in OCVE.

2. Related work

Video editing [4, 33] is a challenging task that aims to
modify the content of a given video according to the user’s
intentions. Recently, inspired by the extensive knowledge
contained in pre-trained diffusion models (e.g., Stable Dif-
fusion [52]), researchers have widely explored leveraging
diffusion models to facilitate video editing. Yet, most exist-
ing diffusion-based video editing approaches [9, 10, 18, 28,
30, 31, 34, 41, 47, 49, 51, 54, 63, 68, 69, 74-76] are pre-
dominantly text-driven, where videos are modified based
mostly on textual instructions for tasks such as style edit-
ing [7], object editing [49], motion transfer [69], texture
editing [10], efc. Since text-based video editing methods of-
ten face challenges in achieving fine-grained controllability,
controllable video editing [11, 43, 70] methodologies have
recently drawn significant attention. In particular, such con-
trollable video editing approaches can be categorized ac-
cording to their training data requirements: methods requir-
ing abundant training data [45, 70], few-shot methods [11],
and one-shot methods [12, 20, 36, 43].

In this paper, we focus on the controllable one-shot set-
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ting (OCVE), which aims to edit the source video given
only one edited frame (which shows the exact desired ed-
its by the user). Existing one-shot methods [36, 43] of-
ten rely on DDIM inversion [55] to obtain the inverted la-
tent for video editing, which facilitates video editing by
enabling the diffusion model to first approximately recon-
struct the source video. However, the inherent approxima-
tion errors in DDIM inversion limits the editing capabilities,
compromising quality and content consistency in the edited
video [66]. Different from previous works, we eschew
DDIM inversion by approaching OCVE from a novel vi-
sual prompting perspective. Furthermore, we propose CCS,
which is based on the multi-step consistency sampling of
consistency models to improve content consistency, as well
as TCS based on Stein Variational Gradient Descent [40] to
improve temporal consistency. Overall, this results in sig-
nificantly improved quality for OCVE.

Diffusion models [14, 26, 55, 56] have demonstrated re-
markable success in image generation, by learning to pro-
gressively refine samples from a tractable noise distribu-
tion towards the target data distribution. Because of their
impressive performance, researchers [1, 8, 15, 16, 19, 21—
25, 30, 59, 66, 68] have applied diffusion models to a range
of tasks, including image inpainting [ 1], image editing [29],
pose estimation [13], video editing [30], and video gen-
eration [59], leading to significant advancements in these
areas. In this paper, unlike previous works in video edit-
ing [30, 36], we leverage the strong visual reasoning abil-
ity of an image inpainting diffusion model [1] to perform
OCVE through visual prompting. Besides, we modify
the sampling process of the inpainting diffusion model to
emulate the multi-step consistency sampling of consistency
models, ensuring that the generated edited frames maintain
content consistency with the source frames.

Consistency models [42, 57] are a new class of generative
models designed for fast sampling, which allows for effi-
cient one-step generation. A key characteristic of consis-
tency models is self-consistency, which ensures that sam-
ples generated along a trajectory can be directly mapped
back to their initial state. In addition to their one-step gen-
eration capabilities, consistency models also support multi-
step consistency sampling [42, 57], which provides a trade-
off between computational efficiency and sample quality,
enabling the generation of a sequence of content-consistent
images. In this work, for the first time, we modify the sam-
pling equations of a pre-trained inpainting diffusion model
to enable the multi-step consistency sampling without re-
quiring additional training.

3. Preliminaries

OCVE is a challenging task, requiring the preservation of
both the realism and consistency of the edited video with
the source video, while editing the video according to the
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user’s intentions. Given that diffusion models [52, 55] —
trained on large datasets of real images and videos — ex-
hibit a strong ability to generate highly realistic visuals, re-
searchers [12, 36] often leverage their strong capabilities to
address the challenging OCVE task. Notably, to enhance
efficiency, the source video is processed in its latent repre-
sentations, where the latent diffusion model is used. Below,
we detail the process of mapping the source video into the
latent space (i.e., inverting the video into a noise latent) to
obtain a source latent that aids the diffusion model in re-
constructing the source video. We first provide an overview
of how latent diffusion models typically generate samples,
followed by how the inversion is often done.

Latent diffusion models produce target samples (z) via
a progressive latent denoising process consisting of 7" re-
cursive steps. Specifically, starting from ¢ = T, the ¢-th
denoising step denoises a latent at the ¢-th step (z;) into a
latent at the (¢ — 1)-th step (z:—1) as follows [26]:

zt—1 = /ar—1 - (2t = V1 — - €921, 1)) //ow)

predicted Zo

(D
+/l =1 — 0% ez, t)+ op-€
—~—

random noise

adjustment along z

where €g(z, 1) is a noise prediction network parameterized
by 6 (often adopting a U-Net [53] autoencoder), a1, €
(0,1) is a decreasing sequence of coefficients, 1.7 is a
noise schedule, and € ~ A/(0, I) is standard Gaussian noise
independent of z;. By applying Eq. | recursively for T'
steps, we eventually obtain 2, as an output denoised latent.

Due to the iterative nature of the denoising diffusion pro-
cess (from zp to zp) explained above, the straightforward
inversion approach to map the source video into the latent
space, i.e., compute zp from 2y, would also be an iterative
process, where the ¢-th step is given by:

2zt =(vou - 21 — Voun/1 —ap_q - €92, 1)) /a1
+/ 1-— Q- GH(Zt,t)

2
Here, the noise schedule oy is set to 0, eliminating the “ran-
dom noise” item in Eq. (1) and transforming Eq. (1) into
a deterministic forward process, which facilitates the inver-
sion process. Yet, as evident from Eq. (2), directly perform-
ing the inversion process is impractical because the noise

prediction network e (-, -) requires the desired z; as input.
DDIM inversion [55] has been proposed to solve this inver-
sion issue, by assuming that the ordinary differential equa-
tion process can be reversed in the limit of infinitesimally
small timesteps. Concretely, in the DDIM inversion pro-
cess, €g(2¢,t) is replaced with € (2;—1,t) for the noise pre-
diction in Eq. (2), which makes it tractable. However, al-
though approximating €y (2, t) with €g(z;—1, t) achieves in-
version to some extent, this approximation introduces errors
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Figure 2. The overall pipeline of our method. First, to enable the image inpainting diffusion model to perform OCVE through visual
prompting, we organize the example (A and A’), query (B), and output (B’) from the visual prompting setup into a 2x2 square grid,
which serves as the input information (Sec. 4.1) to the inpainting diffusion model. Next, we modify the sampling process of the inpainting
diffusion model, and design a content consistency sampling (Sec. 4.2), to generate B’ using the multi-step consistency sampling of the
consistency models [57]. Finally, based on the generated B’, we apply Temporal-content Consistency Sampling (Sec. 4.3) with Stein
Variational Gradient Descent [40] to adjust the source frames, enhancing their temporal consistency and yielding the final edited frames in

our framework.

at each timestep. Such cumulative errors degrade the recon-
struction quality of latents 2, . .., z1, which can ultimately
diminish the performance of video editing methods [66].

4. Method

In this work, to avoid relying upon DDIM inversion [55]
which may introduce errors, for the first time, we approach
OCVE from a visual prompting perspective (Sec. 4.1). See
Fig. 2 for a summary of our full pipeline. In our method,
edited frames are generated as the visual prompting output
by using the source frame as the visual prompting query
to prompt an image inpainting diffusion model with the
visual prompting example (the first source frame and the
first edited frame). To ensure the produced edited frames
preserve content consistency with the source frames, we
modify the sampling process of the inpainting diffusion
model and propose a Content Consistency Sampling (CCS)
(Sec. 4.2), leveraging the multi-step consistency sampling
property of consistency models [57] which can generate a
sequence of content-consistent images. Finally, to make the
output edited frame of our method maintain temporal con-
sistency, we perform a Temporal-content Consistency Sam-
pling (TCS) (Sec. 4.3) based on Stein Variational Gradient
Descent (SVGD) [40]. In TCS, the edited frames produced
by CCS are adjusted to align with the source frames, which
helps preserve the temporal consistency.

4.1. New perspective on OCVE

In this paper, we approach OCVE from a fresh perspective,
adopting a visual prompting approach and eschewing the
DDIM inversion step [55]. Our key insight is that: both
OCVE and visual prompting can both be understood as
tasks focusing on the propagation of certain modifications
(See Fig. 1). In OCVE, the goal is to propagate user ed-
its from the first frame to subsequent frames of the source
video. In visual prompting, the aim is to propagate the mod-
ifications observed in an input-output image pair to the in-
put query. With this in mind, we observe that OCVE can
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be re-casted as a type of a visual prompting task, where the
given example consists of the edited and source versions of
the first frame, and the query can be the subsequent frames
of the source video. Notably, our approach does not re-
quire DDIM inversion because the source frames for editing
are encoded as features, rather than as latent noise derived
from the recursive DDIM inversion process. In this subsec-
tion, we introduce each part of our visual prompting-based
pipeline in more detail.

Performing visual prompting with inpainting diffusion
model. To tackle the challenging OCVE task, we follow
prior methods [12, 36] to leverage the extensive knowledge
encoded in a pre-trained diffusion model. The employed
diffusion model is expected to have strong and robust visual
reasoning capabilities, as we aim to perform visual prompt-
ing with the diffusion model, i.e., the diffusion model needs
to infer how to propagate the frames of the source video
based only on the provided pair of example frames (first
edited frame + first source frame). Here, we propose lever-
aging an image inpainting diffusion model for our work, as
such models are well-suited for completing missing regions
of an image while maintaining contextual consistency with
the surrounding parts [1], demonstrating strong visual rea-
soning capabilities. Yet, utilizing the diffusion model, orig-
inally designed for inpainting, to perform OCVE through
visual prompting is not straightforward. To achieve it, we
derive inspiration from [21], and carefully tailor the inputs
to the inpainting diffusion model. In the following, we first
introduce the inputs of the inpainting diffusion model, and
then detail the modifications made to these inputs.
Tailoring inputs of inpainting diffusion model. The im-
age inpainting diffusion model is designed to achieve user-
specified inpainting through a denoising process based on
three input parameters. The parameters consist of: input
information G to be inpainted, mask information M indi-
cating the region in the input information G that requires
inpainting, and a guiding text prompt p describing the de-
sired inpainting result. To effectively harness the reason-
ing capability of the image inpainting diffusion model for
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Figure 3. A visualization of the input information G(7) (¢ denotes
the ¢-th frame) and its corresponding mask information M.

OCVE through visual prompting, we design an inpainting
strategy aligned with the model’s original purpose, i.e., im-
age inpainting, to generate the desired output (edited video
frames). As illustrated in Fig. 3, at the i-th source frame,
the inpainting strategy organizes the input information G (%)
into four distinct regions: (1) the upper two regions hold the
first frame before and after user editing, serving as the vi-
sual prompt example; (2) the bottom left region contains the
i-th source frame, acting as the visual query; (3) the bottom
right region is kept “blank”, where we expect the diffusion
model to generate the ¢-th edited frame via visual prompt-
ing based on the provided example and query. Addition-
ally, Fig. 3 presents the corresponding mask information M
for the input information G(7). In the mask information M,
white regions denote the areas in the input information G(4)
where inpainting by the diffusion model is needed, while
black regions indicate the corresponding areas in G(¢) that
should remain unaltered.

We next describe the design of the text prompt p, which
is crucial for guiding the inpainting diffusion model toward
generating the desired output, especially given the poten-
tial for multiple viable inpainting solutions. In our task,
intuitively, the text prompt p may provide descriptions of
the user’s edits in the first frame. However, as described
in Sec. 1, accurately describing the user’s editing in text is
often challenging. Given that vectors in the CLIP space can
often effectively capture editing direction [48], we represent
the user’s editing as the difference between the encoded fea-
tures of the first edited frame 7¢(1) and first source frame
I°(1) in the CLIP embedding space [50]. Specifically, the
user’s editing, i.e., “textual” prompt p is calculated as:

p=M-{EcrLrp(I°(1)) — EcLip(I°(1))}, (3
where Ecp,rp(-) represents the image encoder of CLIP, and
A1 is a hyper-parameter. Since our adopted inpainting dif-
fusion model is built on the text encoder of CLIP, we can di-
rectly use p as a “text” prompt to guide the diffusion model.

4.2. Content consistency sampling (CCS)

In the previous subsection, we tackle OCVE from a visual
prompting perspective, effectively bypassing the DDIM in-
version step by generating the edited frames with an in-
painting diffusion model. Ideally, the content of the gen-
erated edited frame should be based directly on the source
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frame to preserve content consistency between them. How-
ever, in our method, the content of the generated edited
frame is based on the latent noise from the previous denois-
ing timestep, as our method builds upon the image inpaint-
ing diffusion model, where the edited frame is generated
through a progressive denoising process [26] (see Eq. (1)).
Moreover, since our method does not incorporate DDIM in-
version, the initial noise in our progressive denoising pro-
cess is not the noise obtained through DDIM inversion that
approximately preserves the original image content. As a
result, our method may face challenges in ensuring con-
tent consistency between the generated edited frame and the
source frame.

To handle this, we get inspiration from consistency mod-
els, where their multi-step consistency sampling [57, 65]
can generate content-consistent images by basing each
timestep’s output image on the previous timestep’s gener-
ated image. Based on this property, we propose a Content
Consistency Sampling (CCS), which is a multi-step consis-
tency sampling built upon the progressive denoising sam-
pling of the inpainting diffusion model. Specifically, to
maintain content consistency between the CCS-generated
edited frame and the source frame, we artificially config-
ure CCS to generate the source frame in the first time step.
A noise calibration mechanism is then applied to guide the
sampling process, allowing the generated images to grad-
ually transition from the source frame to the desired edited
frame. Note that CCS is a sampling approach, and thus does
not require additional training.

Below, we first introduce the special sampling process of
CCS, then we describe how our introduced sampling pro-
cess is utilized to generate the desired edited frame with
improved content consistency.

Multi-step consistency sampling based on inpainting dif-
fusion model. In the multi-step consistency sampling of
consistency models, the content of the generated image at
each timestep is based on the output image from the previ-
ous denoising timestep, thereby generating a sequence of
content-consistent images [42]. Here, we aim to utilize
this property to generate a sequence of content-consistent
images, beginning with the source frame and progres-
sively shifting the content along the user’s intended edit-
ing direction, ultimately generating a desired edited frame
while preserving content-consistency with the source frame.
However, the sampling process in our inpainting diffusion
model (Eq. (1)) can struggle to generate a sequence of
content-consistent images, due to its Markovian denoising
nature [26], which operates without reference to the source
frame content. Therefore, we seek to adapt the inpainting
diffusion model’s denoising sampling into the multi-step
consistency sampling. To this end, we first modify the in-
painting diffusion model’s sampling (Eq. (1)), so that it is
no longer an iterative denoising Markov process. Then, we
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enable the modified sampling process to generate a latent
of output image (Zp) at each timestep, where the content
of each generated latent is based on the content of the la-
tent produced in the previous timestep, thereby yielding a
sequence of content consistent images. These steps are de-
tailed below.

Specifically, to eliminate the Markovian denoising na-
ture in the sampling of our inpainting diffusion model, we
remove the adjustment term (the second term) in Eq. (1) by
setting the noise parameter oy = /1 — ay_1, resulting in
the following sampling:

zt—1 = /or—1 - (2t = V1 — oy - €g(2, 1)) /o

predicted Zo

“4)
+v/1—a;1-€6e~N(0,I).
N————’
random noise
Next, we consider the “predicted Z,” as the output of the

sampling process at each timestep, rather than the denoised
latent (e.g., z;—1 in Eq. (4)), enabling the sampling process
to output the latent of output image (Z) at each timestep fol-
lowing the multi-step consistency sampling. Besides, in the
multi-step consistency sampling, the generated latent ()
across different timesteps should be consistent [57]. How-
ever, the “predicted 2, at different timesteps are generally
independent of each other, which may fail to ensure consis-
tency across timesteps [38]. To solve it, we draw inspiration
from [65], and introduce a consistency noise €“ to replace
the parameterized noise €y in the “predicted Z,” term, en-
suring that Z; generated by the new term maintains consis-
tency across different timesteps. Specifically, the new term
is defined as:

flat () = (2 = VI—ar- () [Var,  (5)

and we have éét) = f(zi,t,€5(t)). In fact, f serves as a
consistency model that can perform the multi-step consis-
tency sampling. Hence, by substituting Eq. (5) into Eq. (4),
we obtain the special multi-step consistency sampling, per-
formed by iteratively executing the following process:

2= ozt_l-é'(()t) +/1—a_1 -6, ~N(0,1)

2V = Bt —1,€( - 1)),
In this sampling process, the latent of the output frame gen-

erated at the current timestep (e.g., 2((Jt_1)) is based on the
latent of the output frame generated at the previous timestep

(6)

(éét)), thereby allowing the generation of a sequence of
video frames that maintain content consistency.

Generating desired edited frames. After deriving the spe-
cial multi-step consistency sampling, we aim to to gener-
ate the desired edited frames by performing CCS. To this
end, the sampling process of CCS starts by generating the
source frame at the first timestep, ensuring that the gener-
ated edited frame maintains content consistency with the
source frame. Next, a noise calibration mechanism is em-
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ployed within the sampling process to gradually transform
the generated frames from the source frame to the desired
edited frame. We detail these steps below.

First, to ensure that CCS generates the source frame at
the first timestep, it is necessary to determine the corre-
sponding consistency noise €. Since f functions as a con-
sistency model, we have z§ = f(%,t,€°(t; z)), where 23
represents the latent of the source frame. Hence, from this
equation, we can obtain the corresponding noise €“(¢; z§) =
(2 — Vor - 25)/V1 — .

Next, we aim to guide this multi-step consistency sam-
pling to progress along the user’s intended editing direction
(i.e., guiding the content of the images generated by CCS to
evolve in line with the user’s intended edits), thereby gen-
erating the desired edited frame. Notably, this progression
is reflected in the sampling process of the inpainting dif-
fusion model used to generate the edited frame (Sec. 4.1).
To be specific, in this sampling process, all regions initially
receive the random Gaussian noise. However, the lower-
left area of the input information G (%) is progressively de-
noised toward the source frame, while the lower-right area
is denoised toward the desired edited frame. The denois-
ing difference between these two regions at each timestep
effectively captures the divergence between the source and
edited frames, actually reflecting the user’s intended edit-
ing direction. Hence, we utilize this denoising difference
to guide CCS in generating images that evolve along the
user’s intended editing direction, ultimately generating the
desired edited frame while maintaining content consistency
with the source frame.

Specifically, the denoising difference Ae; is calculated
as: Ae; = €g(2¢(19),t) — eg(z:(I°),t), where z,(I¢) and
z¢(I*) denote the latent in the lower-right and lower-left
regions of z; at timestep ¢, respectively. We then add the
denoising difference Ae; to the noise term €. of the consis-
tency model f (Eq. (5)) in CCS at each timestep, as follows:

FGotie(t25) = (B—vVT — au(€°(t; 25) +haler)) /v

@)
where Ao denotes a hyper-parameter. Notably, CCS is per-
formed on the lower-right subregion of the input informa-

tion G (4).
4.3. Temporal-content consistency sampling (TCS)

Based on the CCS (Sec. 4.2), we can perform OCVE with-
out relying on DDIM inversion, and generate edited frames
that maintain content consistency with the source frames.
However, CCS does not explicitly ensure the preservation of
temporal consistency between source frames during its sam-
pling process, which may lead to temporal inconsistency
and unsmooth edited clips. We address it by proposing a
Temporal-consistent Consistency Sampling (TCS), which is
performed following the completion of CCS.
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To achieve this, we first explicitly model the temporal
consistency of the source video by treating the video as a
distribution, where each source frame is considered a sam-
ple drawn from this distribution. These source samples
are constrained by their mutual relationships, i.e., tempo-
ral consistency. Since we want the edited frames (produced
by CCS) to emulate the temporal consistency of the source
frames, we constrain the edited frames to approximate the
distribution of the source frames. This process can es-
sentially be computed via Bayesian inference [6]. Given
the complexity of video data, this inference occurs in a
high-dimensional space, where the curse of dimensionality
presents a long-standing challenge [60]. To overcome it, we
get inspiration from [34], and employ Stein Variational Gra-
dient Descent (SVGD) [40] to enhance the updating pro-
cess, as SVGD offers the steepest descent for the updating,
transforming the complex high-dimensional Bayesian infer-
ence into a deterministic updating process. Below, we pro-
vide details on the SVGD-enhanced updating (TCS).

Updating progress based on SVGD. We consider the N
source frames as N samples, {2(i)}}¥ ;, drawn from a dis-
tribution. We note that, as our method is based on the latent
diffusion model, these samples {z (i)}, are in fact latents
sampled from the latent space. We aim to update the CCS-
generated samples {2(()0) (i)}, (for simplicity, below we
denote {2\” (1)}, as {29 (i)} V) based on SVGD to ap-
proximate the samples {z(i)} Y, of source frames, thereby
resulting in edited frames with good temporal consistency.
We refer to this updating process as TCS, which is per-
formed after CCS is completed.  Specifically, our TCS,
based on SVGD, follows a deterministic process consisting
of L recursive steps. Beginning from ¢ = L, the ¢-th step
of the TCS denoises the latent representation 250) (i) of the
i-th sample (¢ € [1,..., N]) into the latent 2§(i)1(z) of the
i-th sample at the (¢ — 1)-th step:
N

; [

)]

251)1 (@) = ZAEO) (i) —n- (ﬁ(@go) (i)),where QB(Z)
):2)]

(®)
Here, 7 is the step size, and K (-,-) is a standard Radial
Basis Function (RBF) kernel.

In high-dimensional space, updating each sample based
solely on its own gradient may lead to unstable optimization
and increase the risk of getting trapped in local optima [17].
Therefore, we follow SVGD to use an averaged gradient
across all IV samples (represented by the first term in g?) (2))
to update each sample. The second term in ¢ (z) serves
as a repulsive force to prevent mode collapse among the
samples, further contributing to the stability of the update
process [40]. The algorithm for our method is provided in
supplementary.

1
N

K(7(7),2) (B0) - () + Vo, KGO
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5. Experiments

5.1. Experiment setup

Implementation details. We use Stable Diffusion Inpaint-
ing 1.5 [1] as the image inpainting diffusion model. CCS
operates with 30 timesteps, and TCS utilizes 50 timesteps.
Weset A\ = 0.7, Ao = 1.2, and = 2.0. We follow [21] to
use the self-attention cloning in our CCS. All experiments
are conducted on a A100 GPU.

Datasets. Following Videoshop [12], our method is eval-
uted on a large-scale generated video dataset derived from
MagicBrush dataset [72], which consists of 10388 tuples
in the format (source video, editing instruction, the first
edited frame). These tuples represent a wide range of edit-
ing types, including object addition, replacement, removal,
and modifications in action, color, and texture, efc.
Baselines. Our method is compared with 2 state-of-the-art
(SOTA) OCVE methods (Videoshop [12], AnyV2V [36]).
Following Videoshop, we also compare our method with
5 SOTA text-based video editing methods: Pix2Video [7],
Fatezero [49], Spacetime [69], RAVE [31], and BDIA [71].
Evaluation metrics. Following Videoshop [12], we eval-
uate our method from 4 perspectives. 1) Edit fidelity: We
measure CLIP, similarity [50] between each edited frame
and the first edited image. We use the TIFA score [27] to as-
sess the semantic alignment between the first edited frame
and subsequent edited frames in the video. 2) Source faith-
fulness: We measure CLIP,,. similarity between the source
and edited videos. Flow score [58] is employed to evaluate
motion faithfulness. The FVD and SSIM scores are used to
assess the overall quality of the edited videos and the qual-
ity of edited frames, respectively. 3) Temporal consistency:
We measure the average CLIP similarity between adjacent
frames, referred to as CLIPtc. 4) Efficiency: We measure
the average time taken by each video editing method to pro-
cess a video. 5) Human evaluation: We ask human evalua-
tors to compare the editing quality of our method with that
of the baseline. For more details of the metrics, please refer
to our supplementary.

5.2. Quantitative results

We compare our method with SOTA video editing meth-
ods [12, 36] on the generated dataset, as shown in Tab. 1.
Our proposed method achieves the best performance across
multiple metrics, demonstrating its effectiveness. The time
metric clearly shows that our method is significantly more
efficient compared to previous OCVE methods [12, 36].
This efficiency arises from our use of a more streamlined
image diffusion model, rather than the video diffusion mod-
els used in earlier OCVE approaches. Furthermore, SVGD
used in our CCS method, which ensures temporal consis-
tency across the edited frames, is also efficient [40]. We
provide results of the human evaluation in supplementary.
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Table 1. Quantitative comparisons of our method with baselines. Best results are highlighted. “+” indicates that the metric is used to
evaluate the edited region, whereas “—” indicates that the metric is used to evaluate the unedited region. Following Videoshop [12], we use
Cotracker [32] to identify the edited and unedited regions. (T.C. = Temporal Consistency; E. = Efficiency)

Edit Fidelity Source Faithfulness T.C. E.

Method CLIP, t CLIP} t TIFAt | CLIPgt CLIPf .t Flow| Flow | FVD] SSIM?1 | CLIPic? | time(s) |

(x107%)  (x107%) (x107%) | (x1072) (x1072) (x107') (x107') (x10%) (x1072) | (x107%) | (x10°)

BDIA [71] 82.1 822 577 82.5 87.1 283 143 348 49.7 94.4 35
Pix2Video [7] 71.2 76.5 52.0 74.6 79.0 359 25.8 29.9 59.1 94.5 157
Fatezero [49] 84.9 79.1 55.4 92.4 86.9 44.2 311 22.1 48.6 95.7 25
Spacetime [69] 63.9 75.2 463 65.7 71.9 82.4 56.2 482 41.6 96.6 135
RAVE [31] 74.7 78.6 511 76.0 80.2 335 24.2 23.5 622 96.6 45
AnyV2V [5] 87.1 85.9 67.0 91.3 94.2 24.6 14.1 17.1 65.5 93.9 149
Videoshop [12] 88.8 85.6 64.4 91.0 94.8 19.0 7.8 14.8 71.9 95.2 32
Ours w/o CCS 80.3 77.6 55.8 81.3 82.7 23.7 10.9 25.1 59.8 95.8 19
Ours w/o TCS 89.8 86.1 68.3 92.8 95.1 33.1 20.5 23.7 69.5 89.8 18
Ours 90.1 88.2 69.1 932 96.6 21.9 9.2 15.2 69.2 97.1 19

15¢ source frame

Source frames

AnyV2v

Videoshop

Ours

15¢ source frame

Figure 4. The visual comparison includes our method alongside two SOTA OCVE methods (AnyV2V [36] and Videoshop [12]), evaluated
across two distinct types of editing. On the left, user modifications consist of replacing the fruit in the basin with vegetables. On the right,
the user edits involve: 1) removing the individual’s hair and 2) adding glasses.

5.3. Qualitative results

As shown in Fig. 4, we evaluate our method with 2 SOTA
OCVE methods [12, 36] on two types of edits: object
replacement and object removal/addition. Our method
achieves the best performance in both cases. For instance, in
the edit where fruit is replaced with vegetables, Videoshop
struggles to maintain the fruit’s appearance. In contrast, our
method, leveraging CCS, consistently preserves the appear-
ance of the fruit across the edited frames.

5.4. Ablation studies

We evaluates two variants of our method: “Ours w/o CCS”
and “Ours w/o TCS” (see Tab. 1). By comparing the source
faithfulness metrics between “Ours w/o CCS” and “Ours”,
we observe a performance drop in “Ours w/o CCS”, indicat-
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ing that our designed CCS effectively enhances content con-
sistency between the edited frames and the source frames.
The temporal consistency metric for “Ours w/o TCS” shows
a significant decrease, demonstrating that TCS effectively
improves temporal consistency across the edited frames.

6. Conclusion

In this paper, we perform OCVE via visual prompting, es-
chewing the DDIM inversion process which can potentially
introduce errors. Our method comprises CCS and TCS,
which ensure content consistency between the edited and
source frames, as well as maintain temporal consistency
throughout the edited frames. Both quantitative and qualita-
tive experimental results validate the efficacy of our method.
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